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1. Context
High-quality articulatory synthesis is increasingly required for both
fundamental objectives, such as better understanding speech pro-
duction and speech development, and applications that require to
relate gestures and sounds, such as teaching, handicap remediation
or augmented reality [1].

One possible approach to build such synthesizers is to exploit
datasets containing “parallel” articulatory-acoustic data, i.e., speech
sounds recorded simultaneously with the movements of the main
speech articulators (tongue, lips, jaw, velum) using specific motion
capture systems such as electro-magnetic articulography (EMA).
The complex and non-linear relationship between the articulatory
configuration and the spectral envelope of the corresponding speech
sound is learned using supervised machine learning techniques such
as Gaussian Mixture Models [2], Hidden Markov Models [3, 4], or
Deep Neural Networks (DNN) [5]. The acoustic signal is finally
synthetized by deriving an autoregressive filter (e.g., the MLSA
vocoder) from the predicted spectral envelope, and exciting this fil-
ter with a source signal encoding the glottal activity.

We claim that an articulatory synthesizer built following this
approach has two main drawbacks. First, its input control parame-
ters (i.e., 2D or 3D coordinates of EMA-coils) are not articulatory
parameters per se in the sense that they do not control explicitly
the degrees of freedom of the vocal apparatus (i.e., the limited set
of movements that each articulator can execute independently from
the other articulators). Second, the synthesized speech sounds muf-
fled. This is likely due to the vocoding process and the quality of
the excitation signal.

This study aims at addressing these two issues. We pro-
pose a new approach for building a synthesizer driven by explicit
articulatory parameters and able to produce high-quality speech
sounds. This work relies on recent developments on so-called neu-
ral vocoders. A neural vocoder is a deep autoregressive neural net-
work that synthesizes a sequence of time-domain signal samples.
Neural vocoders such as WaveNet or LPCNet [6] have recently led
to an impressive gain of performance in text-to-speech synthesis.
Here, we propose to drive such a vocoder by a set of articulatory
parameters. An overview of the proposed system is shown in Fig 1.
The following paragraphs describe the different processing steps.

2. Method
Data The core of the proposed synthesizer is an articulatory-to-
acoustic statistical model built from synchronized EMA and au-
dio recordings of a “reference speaker.” Articulatory data were
recorded using the Carstens 2D EMA system (AG200). Six coils
were glued on the tongue tip (tip), blade (mid) and dorsum (bck), as
well as on the upper lip, the lower lip and the jaw (lower incisor).
The recorded database consisted of 1,109 items in total (sustained
vowels, VCV, words, sentences), which overall correspond to ap-
proximately 20 minutes of speech (after removing silences). EMA
trajectories were low-pass filtered at 20 Hz and downsampled from
200 Hz to 100 Hz. Audio recordings were characterized using 20
features extracted using a 20-ms sliding analysis window with 10-
ms frame shift, as done in the original implementation of the LPC-

Figure 1: System overview. Two methods for synthesis from artic-
ulatory data we investigated: Method 1 predicts a target cepstrum
from raw EMA data, i.e., a 12-dimensional feature vector, while
Method 2 first reduces it to a vector of 6 articulatory components
(JH, TB, TD, TT, LH, LP).

Net vocoder [6]: a set of “spectral features” composed of 18 Bark-
scale cepstral coefficients, and two “source features,” which are the
fundamental frequency f0 and a measure of the periodicity of the
signal.

Articulatory features extraction First, a 6-parameter articula-
tory model was built from the 2D EMA coordinates over the whole
corpus using guided Principal Component Analysis, as in [7]. For
the tongue, the first component is controlled by parameter jaw
height JH, extracted by PCA from the coordinates of the EMA coil
attached to the lower incisor. Its contribution to tongue movements
was then estimated using linear regression and removed from these
data. The second and third component are controlled by parameters
tongue body TB and tongue dorsum TD, extracted by PCA from
the residue of the coordinates of the rear two EMA tongue coils.
The contribution of TB and TD to the tongue tip movements was
then estimated using linear regression of all the tongue coordinates
against TB and TD, and removed from these data. The fourth com-
ponent is controlled by the tongue tip parameter TT extracted by
PCA on the residues of all the tongue coordinates. An example of
extracted parameters is given in Fig 2.

A similar procedure was used to derive lip height (LH) and lip
protrusion (LP) parameters to control the lips, in addition to the
common jaw parameter. More details can be found in [7].



Figure 2: Trajectories of the 3 EMA coils attached to the tongue
(tip, mid, bck, top) while producing the sequence /ala/ and the cor-
responding articulatory features: Tongue Body (TB), Tongue Dor-
sum (TD) and Tongue Tip (TT), bottom.

Articulatory-to-acoustic mapping In the proposed approach, a
DNN is used to map a vector of articulatory features (i.e., either
raw 2D coordinates of EMA coils or articulatory parameters de-
rived from them) to a vector of spectral features (18 Bark-scale
cepstral coefficients here). The model used in the present study
is composed of 4 fully-connected layers of 512 neurons each (this
architecture was selected after preliminary tests on a subset of the
database). The hyperbolic tangent was used as activation function
for the neurons of the hidden layers. This model was trained using
back-propagation with Adam optimizer, on mini-batches of 32 ob-
servations. The mean squared error (MSE) was used as loss func-
tion. In each experiment, 80% of the data (randomly partitioned)
were used for training, the remaining 20% were used for testing.
20% of the training data were used for validation (early-stopping).
Batch normalization and dropout were also used. All experiments
were implemented using the Keras toolkit (https://keras.io).

Waveform generation Spectral features estimated from articula-
tory parameters, combined with source parameters (f0 and period-
icity) directly extracted from the original signal, are finally fed into
a neural vocoder to generate the speech waveform. In the present
study, we used the LPCNet neural vocoder [6]. The explicit dissoci-
ation of source (f0 and periodicity) and filter (cepstral coefficients)
acoustic features makes it well suited to be interfaced with an artic-
ulatory model. Starting from an existing version trained on a large
acoustic database, we adapted the model parameters to the voice of
the reference speaker.

3. Results
We report here preliminary experiments conducted to assess the
performance of the proposed articulatory neural speech synthe-
sizer. Here, the reference signal is defined as the analysis-and-
resynthesis of an original speech signal (extracted from the test
dataset) by the LPCNet vocoder. For each reference signal (REF),
we synthesized two other signals: one by using the 12 EMA fea-
tures as input parameters (EMA-SYN), the other by using the cor-
responding 6 articulatory features (ART-SYN). Examples of refer-
ence and synthesized signals are displayed in Fig 3. Other sound ex-
amples are available at (https://georges.ma/publications/issp2020-
abstract/ ). For all items in the test dataset, we calculated the
PEMO-Q score [8] between REF and EMA-SYN on one hand, and

Figure 3: Spectrograms of the reference and reconstructed signals
for the sentence “Voilà des bougies” (“Here are some candles”).

between REF and ART-SYN on the other hand. The average scores
on the test dataset were respectively 0.84± 0.06 and 0.81± 0.07.
Initial results are promising and tend to show that the proposed sys-
tem is able to generate intelligible speech from a few number of
articulatory and glottal control parameters.
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