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Abstract
In this work, we develop an Ultrasound based Silent Speech
Interface (SSI) for generating vowel sounds utilizing articula-
tory speech synthesis. For this, we collect Ultrasound scans of
tongue movements from a single participant uttering continuous
vowel sounds. We further trace the palate as well as the tongue
contour from the ultrasound images to compute the 1D vocal
tract area functions between the tongue surface and palate. We
feed these area function values to the articulatory speech syn-
thesizer JASS to get the synthesized continuous vowel sounds
as the outputs. We perform a formant-based analysis to eval-
uate the similarity of the reconstructed vowel sounds with the
original utterances. In order to further improve vowel outputs
from Ultra-Arti-Synth, the user can use the output as feedback
to manipulate tongue positions in different ways to achieve the
desired vowel sound targets.

1. Introduction
Silent Speech Interfaces (SSI) [1] are used to recognize or gen-
erate speech in the absence of any acoustic signal recording.
Such recognition or reconstruction of speech sounds can be
done from other bio-signals like EEG [2–4], EMG [1], EMA
[1], imaging modalities like MRI [5], Ultrasound [1], CT as well
as different kinematic sensors, optical imaging [1] and video
acquisition systems. Among these methods, most reliable are
those which capture more relevant information corresponding
to desired speech motor tasks by directly recording the sound-
less articulatory movements.

Motivated by [6], this paper particularly explores the use of
ultrasound tongue images as the input signal for directly synthe-
sizing continuous vowel sounds, without the necessity of any
intermediate vowel recognition steps. Rather than identifying
discrete vowel sounds or synthesising discrete vowels with in-
direct methods like Mel-generalized cepstral coefficients, Lin-
ear Predictive Coding etc., we follow bio-inspired articulatory
speech synthesis technique for continuous vowel production. To
the best of our knowledge, this is the first work investigating
area function-based articulatory speech synthesis for continu-
ous vowel sounds from ultrasound tongue movements.

2. Data collection
We collect midsagittal ultrasound video of a single male par-
ticipant for a total time duration of 2 hours. Throughout the
data collection procedure, the participant was seated with his
head stabilized against a headset and was asked to make con-
tinuous open vocal tract sounds (vowel sounds) for each trial.
For imaging the tongue, the ultrasound transducer was placed
beneath the chin. The ultrasound beam travels upward through
the tongue body and reflects back from the upper tongue sur-

Figure 1: The palate (indicated by yellow dotted line) and
tongue contour (indicated by red dotted line) in an ultrasound
image

face because the air above the tongue has a different acoustic
impedance than the tissue. This reflection results in a bright
curved line in the ultrasound image which changes dynamically
as the tongue moves.

3. Palatal Tracing and Tongue Tracking

The air between the tongue surface and the upper palate reflects
the ultrasound beam back to the transducer and hence Ultra-
sound Imaging cannot clearly capture the palatal structure [7].
However, during swallowing, the tongue touches the palate and
the ultrasound beam can be transmitted through the soft tissue
of the tongue till it gets reflected by the palatine bone. We ob-
serve such instants of dry and wet swallowing in the ultrasound
image sequences and manually trace the palatal contour. Since
the participant’s head is kept fixed throughout the process, it
helps in keeping the palatal contour static at all instants. This
is further confirmed by comparing the traced palatal contours
at different intermediate swallowing processes in between the
utterances.

In order to semi-automatically delineate and track the
tongue contour in the ultrasound image sequences, we use
SLURP [8]. This method of tongue tracking utilizes simple
tongue shape and combines it with motion models possessing
highly flexible active contour (snake) representation. It also has
the additional option of correcting the tongue contour via a par-
ticle filtering algorithm. To achieve the tongue contour segmen-
tation and tracking, one needs to select 6 anchor points just be-
low the tongue surface in the initial ultrasound image frame and
fit the active contour onto it. For tracking the contour across
the image sequences, we use the particle filter based correction
option in the SLURP Menu.



Figure 2: Vocal Tract visualized in Artisynth (JASS based syn-
thesis)

4. Area function computation
At regular spatial intervals i.e. 30 control points (i) along the
length of vocal tract, we compute the vertical distance (di) be-
tween the pixel coordinates of the palate and tongue surface in
ultrasound images, as indicated in Fig 1, and using these values
as the diameters, we derive the corresponding vocal tract area
functional values (Ai) [9] which will be utilized for the next
step.

5. Articulatory speech synthesis engine
Following our previous work [10], we approximately model the
vocal tract sound propagation by using a wave-guide model in
a 1D acoustical tube. For sound propagation in the vocal tract,
a well known physical model is Kelly-Lochbaum (KL) which
employs a 1D acoustical tube structure characterized by an area
function. The underlying idea of KL model is that a 1D plane
wave that surfaces from the far end of the vocal tract (glottis)
travels through a line of concentric cylinder segments with vary-
ing cross-sectional areas defined by area function to the open
mouth end.

In this work, we implement a method described in [11]
which eliminates the drawbacks of the KL model. The vocal
tract is modeled as an acoustic tube with its shape changing
accordingly with the area functions received from the previ-
ous module. Glottal excitation pulse is generated according to
Rosenberg’s model [12]. This vocal fold model is coupled to
discretized acoustic equations in the vocal tract. The acoustic
wave propagation is simulated by numerically integrating the
linearized 1D Navier-Stokes pressure-velocity Partial Differen-
tial Equations (PDE) in time and space on a non-uniform grid.
The synthesis mechanism involves excitations acting as source
placed in the tube and sound propagation being simulated by
approximating the pressure-velocity wave equations. The mod-
els are implemented an articulatory speech synthesizer named
Java Audio Synthesis System (JASS) [13] written in pure Java
as visualized in Fig 2.

6. Discussion and Conclusion
We intend to have two modes of operation in ’Ultra-Arti-Synth’
- both offline and online. The main objective of the offline mode
is to see if the captured area function results in the same for-
mants as the persons’ actual acoustics, where as the online mode
is targeted to provide acoustic and visual feedback to the user
to see if they can adapt their tongue shape for effective vowel
control. For the offline one, we are performing qualitative study
as well as statistical analysis of the output vowels in the formant
space and quantitatively comparing the formant trajectories of

the estimated output with the desired sound output from ac-
tual utterances. This will demonstrate how area function-based
sound reconstruction varies from the actual sound synthesis. We
also endeavour to make the process real-time so as to enable the
user to learn to manipulate tongue posture to produce desired
vowel sounds through the ’Ultra-Arti-Synth’ interface in online
mode. This will ensure better adaptability of the user to our
interface through instantaneous audio-visual feedback.

We will continue to acquire more tongue ultrasound data
and data from more participants to test the robustness and inter-
subject variability of the sound output. Furthermore, we con-
tinue to improve the tongue tracking and achieve a more accu-
rate area-functional computation in order to synthesize vowel
sounds closer to the actual vowel utterances.
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