
Dynamic Movement Primitives
We iteratively optimize a time-varying forcing function, F(t), 
that alters task-level dynamics based on a cost function 
with penalties for target achievement and either effort or 
trajectory curvature. Dynamic Movement Primitives [3] are 
used to construct F(t).

Optimizing for effort (mobility velocity) results in near-
complete compensation for the force field.

Optimizing for trajectory curvature returns trajectories 
closer to baseline.

The forcing functions generated through the two methods 
are very different.
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When a velocity-dependent forcefield is applied to the jaw 
during production of the vowel sequence /iæ/, humans 
first show displacement of jaw trajectories, but adapt 
over time to return to near baseline movements. When 
the forcefield is removed, large aftereffects are seen, 
indicative of learning [1]. 

What computational changes allow the speech motor 
system to adapt to such dynamic perturbations?

The Task Dynamics model produces straight trajectories 
in task space (bottom) and slightly curved jaw 
trajectories (top). Without any additional components, the 
Task Dynamics model cannot correct for externally-
applied jaw dynamics. 

We explore three possible additions to the Task-
Dynamics model that may enable learning of 
perturbed system dynamics.

As our basic model, we use a Task-Dynamics [2] 
hierarchical feedback controller (below), with the addition 
of a velocity-dependent force field applied to the jaw.

We use a simplified model including two task-level tract 
constriction tasks (Palatal and Pharyngeal Constriction 
Degree) and two mobility-level dimensions relating to jaw 
movement (elevation and protrusion).
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Task Parameter Optimization
We iteratively optimize the gestural parameters of target 
location (x0), mass (M) and stiffness (K) based on a cost 
function with penalties for target achievement and effort.

Optimizing palatal and pharyngeal constriction degree 
targets (x0) minimally changes the trajectories.

Optimizing stiffness (K,M) is minimally more effective.

Optimizing all parameter simultaneously produces similar 
results.

Stiffness optimization (K, M) has larger effects on 
parameter values than target optimization (CDpal, CDphar), 
likely due to the requirement that movements ended close 
to the endpoint of unperturbed trajectories.

Jacobian Learning with LWR
We continuously update a learned mobility to task 
transformation (a → x) using Locally Weighted 
Regression. This mapping is used to generate the 
Jacobian, J(a), whose inverse, J-1(a), is used in the task to 
mobility transformation (ẍ → ä).

Updating J(a) minimally changes the trajectories, despite 
changes in the Jacobian (bottom).

Download our
open-access 
article on the DMP optimization 
approach!
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Modeling force-field adaptation in speech motor control
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The hypothesis that speech goals are defined acoustically and
maintained by auditory feedback is a central idea in speech
production research1–6. An alternative proposal is that speech
production is organized in terms of control signals that subserve
movements and associated vocal-tract configurations7–9. Indeed,
the capacity for intelligible speech by deaf speakers suggests that
somatosensory inputs related to movement play a role in speech
production—but studies that might have documented a somato-
sensory component have been equivocal. For example, mechani-
cal perturbations that have altered somatosensory feedback have
simultaneously altered acoustics10–14. Hence, any adaptation
observed under these conditions may have been a consequence
of acoustic change. Here we show that somatosensory infor-
mation on its own is fundamental to the achievement of speech
movements. This demonstration involves a dissociation of soma-
tosensory and auditory feedback during speech production. Over
time, subjects correct for the effects of a complexmechanical load
that alters jaw movements (and hence somatosensory feedback),
but which has no measurable or perceptible effect on acoustic
output. The findings indicate that the positions of speech articu-
lators and associated somatosensory inputs constitute a goal of
speech movements that is wholly separate from the sounds
produced.
We have adapted a technique used in studies of limb motor

control to apply velocity dependentmechanical perturbations to the
jaw. The perturbation was designed to be of sufficient strength to
alter systematically the motion path of the jaw, and hence somato-
sensory feedback, without affecting the associated acoustic output.
As in work on limb movement, adaptation to an artificial mechan-
ical force field indicates the adjustment of control signals to take
account of loads on the basis of sensory input15–19.
We have altered somatosensory feedback in three different tasks—

one involving normal vocalized speech, another during ‘silent
speech’ (speech without vocalization), and a third that involves a
non-speech jaw movement that is matched in amplitude and
duration to that observed in speech. In the vocalized speech
condition, subjects were required to repeatedly produce the utter-
ance siat (pronounced ‘see-at’) at a subject-chosen rate and volume.

This conditionwas tested to assess the extent to which adaptation to
a somatosensory perturbation might occur in the presence of
unaltered acoustic feedback. The silent speech condition explicitly
removed auditory feedback, and hence examined the ability of
subjects to adapt in the total absence of auditory input. Subjects in
this group were asked to articulate the utterance siat without
producing any sound. The non-speech condition addressed the
issue of whether adaptation would occur in a cyclical jaw movement
task that is matched only in amplitude and duration to that
observed in speech. There was no reference whatsoever to speech
production in the description of the task for the non-speech group.

A robotic device was connected to the mandibular teeth, and was
used to deliver mechanical perturbations to the jaw (Fig. 1a).
Sagittal plane forces were applied along a horizontal axis (parallel
to the occlusal plane), in the direction of jaw protrusion. The forces
were proportional to the instantaneous vertical velocity of the jaw
(measured at the incisors) such that the magnitude of the pertur-
bation increased with the velocity of movement (Fig. 1b). Perform-
ance was quantified for each subject by measuring on a trial-by-trial
basis the maximum horizontal distance between the movement
path under force-field conditions and the average movement path
with the field off (null field). A decrease in the horizontal distance
over trials reflects sensorimotor adaptation inwhich the effect of the
force field is reduced.

Analyses of kinematic data revealed a systematic pattern of force-
field adaptation in speech production. Figure 2 illustrates move-
ments for individual subjects in the vocalized speech condition
(Fig. 2a), the silent speech condition (Fig. 2b) and the non-speech
condition (Fig. 2c). A baseline phase of 20 null-field trials provided
a reference movement path under unperturbed conditions (black
lines). As shown in blue, the jaw path deviated in the direction of
protrusion with the introduction of the force field. Following
training, adaptation (shown in red) was observed in the vocalized
speech and the silent speech conditions, but not in the non-speech
condition. The green paths illustrate an after-effect in which the jaw
was retracted in comparison to the baseline following the unex-
pected removal of the force field (vocalized speech and silent speech
conditions).

Figure 3 gives mean values of maximum horizontal deviation in
each of these conditions on a per-subject basis. It can be seen that
the force field had a similar initial effect for subjects in all
experimental conditions: compared to the baseline, movements at
the start of training in the force field deviated significantly in the
protrusion direction (P , 0.001 for all subjects). Although there

Figure 1 Experimental set-up and representative data. a, Diagram showing subject

attached to the robotic device. b, Jaw opening movement with the force field off (black)

and on initial exposure to the field (grey). Vectors depict the magnitude and direction of

force applied by the robot over the course of the movement. The double-headed arrow

shows the maximum horizontal deviation between null-field and force-field movements

that served as a performance index.

Figure 2 Sagittal plane jaw motion paths. Data were acquired during the baseline

condition (black trace), on initial exposure to the force field (blue), at the end of training

(red), and following unexpected removal of the field (green). The figure shows individual

trials for single subjects. a, During vocalized speech, adaptation to the force field and a
subsequent after-effect are observed. b, During silent speech, the pattern of adaptation
and after-effect observed in vocalized speech are unaltered by removal of acoustic

feedback. c, Matched non-speech movements show neither adaptation nor an after-

effect.
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